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Abstract 
Considering the widespread use of privacy labels to inform users about apps’ privacy 

practices, this study investigates the impact of privacy notice communication content and 
its clarity on trust in AI-based health apps. Drawing on Signaling Theory, a 3x1 between-
subjects experimental design was used to examine how varying levels of privacy notice 
communication content completeness — ranging from minimal (data collection) to 
comprehensive (data collection, processing, dissemination) — influence perceived trust, 
mediated by perceived clarity and transparency. Results show that a more comprehensive 
privacy notice communication significantly enhances trust, with clarity and transparency 
serving as serial mediators. These findings highlight the importance of balancing content 
detail with design clarity to reduce information asymmetry, fostering trust in privacy-
sensitive applications. Practical implications suggest that app developers and 
policymakers should adopt user-friendly yet informative communication strategies to 
meet regulatory standards and enhance user confidence. 
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Introduction 
In recent years, there has been a global increase in the adoption and usage of apps that 

process personal data (Goel & Sahil, 2024). User privacy has become more important in 
the digital age, focusing on the acquisition, retention, and utilization of personal data, and 
its utilization by third parties (Nass et al., 2009). Instances of data mishandling by apps 
have led to a surge in privacy concerns among consumers, who are becoming more aware 
of the potential risks associated with sharing their personal information with the 
companies behind these apps (Bandara et al., 2021). 

Increasingly, apps are using artificial intelligence (AI) (Carole et al., 2024). As Gerke 
& Rezaeikhonakdar (2022) noted, AI in mobile health apps is used to identify patterns 
and make predictions about the user’s health. To do so, AI-powered mobile health apps 
rely on large datasets of highly sensitive mental and physical health data. Thus, the 
authors warn that these require stronger safeguards than other apps to protect user privacy 
and prevent misuse. 

In response to these growing concerns, regulatory bodies have taken action. The 
General Data Protection Regulation (GDPR), for instance, mandates that companies 
provide users with clear and transparent privacy notices detailing their data handling 
practices (Wolford, 2024), which can help companies build consumer trust (Wu et al., 
2012). However, users often struggle to comprehend privacy notices which tend to be 
lengthy and complex and, consequently, fail to defend themselves from data misuse 
(Dehling & Sunyaev, 2023; Meier et al., 2020). 

Privacy concerns in mobile health apps are especially significant, as many fail to 
ensure personal data privacy (Hussain et al., 2018). Privacy on mobile health applications 
necessitates transparency of data practices (Huckvale et al., 2019; Minen et al., 2018; 
Robillard et al., 2019), which can foster the trust that is necessary for user adoption 
(LaMonica et al., 2021). Privacy policies are essential to ensure transparency and 
compliance with privacy regulations to avoid the misuse of the data (Hakiem et al., 2024). 
However, these apps often fail to provide app privacy notices and, when they do, the 
privacy policies do not make privacy practices transparent to users because they are 
complex to understand (Sunyaev et al., 2015).  

In an attempt to increase transparency of privacy practices, companies such as Apple 
and Google have required all app developers to create privacy labels when submitting 
new apps or app updates (Khandelwal et al., 2023). Privacy labels are a form of non-
legally mandatory communications to consumers about the apps’ privacy notices, aimed 
at simplifying and clarifying the apps’ privacy practices (Li et al., 2022).  

Communications of this kind might have a positive impact on consumer trust. Vail et 
al., (2008) suggest that providing clear and concise communications regarding 
companies’ privacy policies can enhance consumers' perception of fair treatment by the 
organization while ensuring compliance with relevant legal requirements. Indeed, privacy 
policy clarity is beneficial to companies because consumers highlight that consumers are 
often deterred from engaging with websites or completing transactions when privacy 
policies are unclear, which makes consumers uncertain about how their information will 
be used (Milne et al., 2004). Brunotte et al. (2023) found that the majority of users are 
interested in receiving explanations about companies’ privacy practices and that these 
explanations can be important steps toward increasing trust.  

However, while the potential contribution of providing clear privacy policies has been 
addressed by researchers, it is not clear what is the most effective way to create clear 
communications about privacy policies (Gluck et al., 2016; McDonald et al., 2009) to 
maximize their effectiveness in terms of increased transparency and trust. This gap 
between the need for transparency and the ability to convey information effectively 
remains a challenge. 



Drawing from the concept of information asymmetry (Akerlof, 1970) and Signalling 
Theory (Spence, 1973) as a framework for understanding the effect of privacy 
communications as signals provided by companies to increase transparency by reducing 
information asymmetry (Connelly et al., 2011), this study compares the effects of three 
distinct privacy communications on trust towards the brand. We developed the content of 
these communications, referring to it as "Privacy Notice Communication Content" 
(PNCC). The content was divided into three sections, each paraphrasing one of the key 
parts typically found in privacy notices, as outlined by Eggers et al. (2023): the first 
addressed the app’s privacy practices related to data collection, the second focused on 
data processing, and the third covered data dissemination. Results show how the reduction 
of information in such communication may hurt the trust in the brand and this effect is 
serially mediated by the perception of clarity and transparency. These findings provide 
valuable insights for app developers, policymakers, and regulators. 

Theoretical Background and Research Objectives 
When relevant information in an economic relationship is not provided or is provided 

in an unclear way, information asymmetry occurs between the party that possesses more 
or better information and the other (Akerlof, 1970). Reducing information asymmetry is 
crucial for increasing trust (Akerlof, 1970). Trust is a belief in another’s reliability and 
occurs when one party (the trustor) becomes vulnerable to another (the trustee), expecting 
the trustee to act in the trustor’s best interest (Schilke et al., 2021). For companies, earning 
consumers’ trust is important: not only trust make the initiation of transactions possible 
(Akerlof, 1970), but is also a key variable in building and maintaining customer loyalty 
(Morgan & Hunt, 1994). Receiving complete information significantly increases 
information transparency, which boosts trust in the information provider (Kanagaretnam 
et al., 2010).  

In corporate marketing, information must meet criteria such as clarity to be considered 
transparent (Leitch, 2017). Indeed, clarity of communications is required to make them 
more transparent (Luzak et al., 2023). Clarity refers to the extent to which consumers 
perceive brand messages to be understandable and reflects the information perspective 
that views transparency as the extent of information asymmetry reduction (Montecchi et 
al., 2024). 

Signaling Theory (Spence, 1973) provides insight into how the more informed party 
can reduce information asymmetry by sending information as signals that convey its 
underlying qualities to the less informed party, such as being trustworthy (Connelly et al., 
2011).  

One type of signal companies can use to indicate their trustworthiness is the provision 
of privacy notices, which act as "regulatory compliance signals" indicating adherence to 
legal requirements (Mavlanova et al., 2012), such as those outlined by the GDPR. These 
signals aim to mitigate information asymmetry and enhance trust in the company by 
informing users about the company’s data privacy practices regarding customers’ data 
(Mavlanova et al., 2016).  

Communications by companies that provide information about their data privacy 
practices can be considered “transparency enhancing tools” (TETs) that provide the users 
with necessary information on how their data have been stored, exchanged, processed, 
and used (Hansen, 2008; Janic et al., 2013). These are aimed at increasing awareness and 
reducing information asymmetry about a company’s privacy policy (Zimmermann, 
2015). 

For this study, we created a Privacy Notice Communication (PNC) as a TET meant to 
increase the clarity of the app privacy policy and perceived app transparency. The PNC 
content (PNCC) includes the three key aspects of a firm’s privacy practices: personal data 
collection, data processing (storage and protection), and data dissemination (use and 



sharing) (Eggers et al., 2023; Kelley et al., 2009). The division into three parts allows us 
to manipulate the amount of information given to the participants in the PNC: we can 
give the complete PNCC including data collection, processing, and dissemination, or a 
partial PNCC including data collection and processing or data collection only. 

Since providing more rather than less information reduces information asymmetry 
(Akerlof, 1970), increasing information transparency and trust in the information provider 
(Kanagaretnam et al., 2010), we expect that: 

 
H1: Increasing the amount of information provided in the PNCC leads to higher Trust 

in the Brand.  
 
Further, considering that reducing information asymmetry can make brand messages be 
perceived as more clear (Montecchi et al., 2024) and that information clarity positively 
influences transparency (Luzak et al., 2023), we hypothesize that: 
 

H2: Privacy Policy Clarity and perceived App Transparency serially mediate the 
relationship between the PNCC and Trust in the Brand. Specifically, decreasing the 
amount of information provided in the PNCC decreases perceived Privacy Policy Clarity, 
which in turn decreases perceived App Transparency, which in turn reduces Trust in the 
Brand. 

Methodology 
The 3x1 between-subjects experimental design was chosen to isolate and compare the 

effects of varying levels of privacy notice communication content (PNCC) on perceived 
trust, clarity, and transparency. This approach allowed for clear manipulation of the 
independent variable (PNCC completeness) across three conditions—complete (data 
collection, processing, dissemination), moderate (data collection and processing), and 
minimal (data collection only). By randomly assigning participants to one of these groups, 
the design ensured control over extraneous variables while maintaining ecological 
validity in evaluating privacy communications for AI-based health apps. 

We measured perceived Trust toward the Brand (4 items, Likert 1-5; α=0,81) 
(Chaudhuri & Holbrook, 2001), the perceived Clarity of the Privacy Policy (3 items, 
Likert 1-5, α=0.9) (Bart et al., 2005), and the perceived App Transparency (3 items, Likert 
1-5; α=0,87). The measures of trust, clarity, and transparency were chosen for their 
theoretical and practical relevance. Trust is a critical outcome variable, as it reflects 
consumer confidence in the brand and significantly influences app adoption and loyalty 
(Schilke et al., 2021). Clarity and transparency were included as mediators based on their 
central role in Signaling Theory and privacy research, which emphasize the importance 
of clear and transparent communications in reducing information asymmetry (Connelly 
et al., 2011). These constructs were operationalized using validated scales, ensuring 
reliability and relevance to the research objectives. 

The independent variable, PNCC, was a categorical variable with three levels: (I) 
information on data collection, data processing, and data dissemination; (II) information 
on data collection, and processing; (III) information on data collection.  

The study involved a hypothetical AI-based health app scenario, with 180 Italian 
respondents recruited via Prolific (mean age 34.31, 41.6% female) randomly assigned to 
one out of three experimental groups. Prolific is a widely accepted platform for behavioral 
research, known for its diverse and high-quality participant pools. Random assignment 
was employed to distribute participants evenly across conditions, ensuring internal 
validity. The sample comprised Italian adults who reflected a typical demographic profile 
for app users. This approach aligns with established research practices in experimental 
studies on consumer behavior.  



The sample size of 180 participants (60 per condition) was determined based on a 
power analysis to detect medium effect sizes (f=0.25) with a statistical power of 0.80 and 
an alpha level of 0.05 for ANOVA. This ensured the ability to detect significant 
differences between groups. The sample size is appropriate for the research context, as it 
balances practical constraints with statistical rigor, providing reliable and generalizable 
insights into the impact of privacy communications. 

The questionnaire was created through SurveyMonkey. Stimuli were based on the 
guidelines by Luzak et al. (2023). We asked also for the collaboration of a privacy expert 
team to verify that the PNCC conveyed all relevant information clearly, avoiding legal 
jargon. Stimuli are available upon request. 

Results 
To test our H1, we ran a one-way ANOVA. The homogeneity of variances was assessed 

using Levene's test [F(2,177) = 0.31, p = .97]. There was a significant main effect of the 
PNCC on the users’ perceived Trust in the Brand, F(2, 177) = 8.278, p < 0.001, η2=0.09 
indicating a medium effect size. Post hoc test revealed that users perceived a higher Trust 
in the Brand if the PNCC is complete, i.e., it reports information on data collection + 
processing + dissemination (3.29) compared to the partial PNCC reporting data collection 
+ processing (2.96) or only data collection (2.60). This leads to confirm H1. 

 

(I) PNCC (J) PNCC Mean 
Difference (I-J) SE Sig. 

95% Confidence Interval 
Lower 
Bound 

Upper 
Bound 

data collection + 
processing + 
dissemination 

data collection +  
processing .333 .167 .048 .002 .664 

data collection .689 .169 .000 .355 1.024 

data collection +  
processing 

data collection +  
processing + 
dissemination 

-.333 .167 .048 -.664 -.002 

data collection .356 .165 .033 .029 .682 

data collection 

data collection + 
processing + 
dissemination 

-.689 .169 .000 -1.02 -.355 

data collection + 
processing -.356 .165 .033 -.682 -.029 

Table 1. Post hoc test 
 
To verify H2, we tested a serial mediation model using the SPSS Process macro by 

Hayes (2022). We chose the bootstrap confidence interval (CI) approach to mediation and 
ran Model 6 with 5,000 bootstrapping samples. 

 

 
Figure 1 Serial Mediation Model 
 



 
 M1 (Clarity) M2 (Transparency) Y (Trust in the Brand) 

Antecedent Coeff. SE p Coeff. SE p Coeff. SE p 

X1 -.352 .171 <.05 -.248 .139 NS -.014 .123 NS 

X2 -.709 .173 <.001 -.389 .146 <.05 -.101 .130 NS 

M1 (Clarity) --- --- --- .554 .061 <.001 .291 .064 <.001 

M2 (Transparency) --- --- --- --- --- --- .488 .066 <.001 

Constant 3.748 .124 <.001 1.467 .0248 <.001 .473 .237 <.05 

 
R2=0.08 R2=0.39 R2=0.53 

F(2,177)=8.412;p<.001 F(3,176)=38.249;p<.001 F(4,175)=49.919;p<0.001 

 

Indirect Effects of X on Y Effect Boot SE Boot 95% CI 

PNCC=>CLARITY=>TRUST     

X1 -.102 .059 -.234 -.002 

X2 -.206 .076 -.373 -.077 

PNCC=>TRANSPARENCY=>TRUST     

X1 -.121 .065 -.258 -.003 

X2 -.190 .077 -.338 -.040 

PNCC=>CLARITY=>TRANSPARENCY=>TRUST     

X1 -.095 .050 -.201 -.002 

X2 -.192 .065 -.338 -.083 
Table 2 Serial Mediation Analisis 
 
Results show how, in the context of the App used to monitor personal health, 

communication about the privacy notice presenting partial information, reduces the Trust 
in the brand compared to more complete information. Specifically, decreasing the 
information provided in the PNCC negatively affects the perceived clarity, which in turn 
decreases the perceived Transparency, which in turn reduces the Trust in the brand. This 
leads to confirm H2. 

Discussion, Implications, and Future Development 
The findings of this study give insights into the importance of comprehensive PNCC 

in building trust toward the brand that handles personal data and employs AI. Specifically, 
by reducing the amount of information communicated in the privacy labels, the trust in 
the brand decreases. Such an effect is due to the reduction of the perceived clarity of the 
communication that, in turn, reduces the perceived transparency, which decreases trust. 

This study has theoretical implications for the further validation of the use of Signaling 
Theory in marketing research, as it demonstrates how detailed privacy communications 
act as trust-enhancing signals, highlighting the interplay between clarity, transparency, 
and trust. On one hand, the study builds on the work of Mavlanova et al. (2012, 2016) 
who consider privacy communications informing users about a company’s privacy 
practices as a way for the company to signal its trustworthiness. On the other, it suggests 
that privacy labels are not mere informational tools but TETs that shape consumer 
perceptions and attitudes, supporting the assertions by Hansen (2008) and Janic et al. 
(2013) about the role of privacy communications as TETs.  

The significant impact of transparency on trust aligns with findings by Kanagaretnam 
et al. (2010) on the positive relationship between transparency and trust. The study reveals 
that partial information, especially when limited to data collection only, can significantly 



undermine trust through reduced clarity and transparency. This finding provides insights 
for app developers, who should avoid overly reducing information in privacy 
communications, as clarity and transparency are drivers of trust. 

Finally, policymakers and regulators can draw from these findings to define guidelines 
for privacy notices and related privacy communications. Since incomplete disclosures of 
privacy practices hurt clarity and transparency, it may be useful to mandate a baseline 
level of informational detail. 

Limitations of this study include the use of a hypothetical app and a sample 
geographically limited to one Country. To address these limitations, future developments 
should test such effects using field studies and explore cross-cultural perspectives.  
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